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Abstract

This is the third of a series of papers that presents a kinetic theory of fluctuations in equilibrium classical fluids that makes extensive use of diagrammatic techniques in its development and that will facilitate the use of diagrammatic techniques in the derivation of approximate kinetic theories. The fundamental fluctuating quantity in the theory is \( f(R, P) \), the density of particles (atoms) at points in single particle phase space, and the time correlation functions for fluctuations of this quantity from its average are the quantities that the theory is designed to calculate. In this paper we start with graphical diagrammatic expressions for the correlation functions and for closely related response functions, developed in paper II, and analyze the cluster properties of the various renormalized interactions that appear in the theory. This allows us to derive a second diagrammatic formulation that has many similarities to the Mayer cluster theory for equilibrium correlation function. This second formulation allows us to express the correlation functions, response functions, and various memory functions in a common graphical language that facilitates the deriva-
tion of nonlinear relationships between, for example, the memory function and the correlation function. Such relationships are time dependent analogs of the various closures (PY, HNC, RHNC, etc.) used to obtain theories of the equilibrium structure of fluids and are central to various versions of the mode coupling theory of relaxation in fluids.

I. INTRODUCTION

The previous papers in this series\textsuperscript{1,2}, which we shall refer to as I and II, presented a graphical formulation of the kinetic theory of fluctuations in liquids. The specific system considered was an atomic fluid, and the object of the theory is to calculate time correlation functions for fluctuations of $f(R, P, t)$, the density of atoms in single particle phase space. The simplest of these correlation functions is $C(R_1 P_1 t_1; R_2 P_2 t_2) \equiv \langle \delta f(R_1 P_1 t_1) \delta f(R_2 P_2 t_2) \rangle$, where $\delta f$ is the deviation of $f$ from its ensemble average, and the angular brackets denote an average over an equilibrium ensemble. Using the insights of Gross\textsuperscript{3–5}, Boley\textsuperscript{6}, and Lindenfeld\textsuperscript{7}, we constructed a basis set, called the ‘fluctuation basis’, for the Hilbert space of classical dynamical variables of the system and derived a linear field theory that describes the dynamics of the density fluctuations. Paper I proved various properties of the basis functions, including their existence and the cluster properties of various functions closely related to the basis. Paper II derived the equations of motion of the field theory and used the solution to express the correlation functions, as well as some closely related response functions, in diagrammatic terms. Paper II established the relationship between the present theory and that of Mazenko\textsuperscript{8,9}. Like Mazenko’s theory, the present theory can be expressed in ‘fully renormalized’ form, which means that the vertices of the field theory that determine the dynamics of the density fluctuations can be expressed in terms of the equilibrium (static) correlations of the fluid with no reference to the interatomic potential.

The present theory, up to this point, is essentially a rederivation of the basic results of Mazenko’s theory, together with a detailed justification of some of the assumptions that must
be made in the derivation of the theory, such as the properties of various inverse functions (which we denoted $K_n$) for arbitrary values of $n$, and diagrammatic representations of the various functions that appear in the theory.

The diagrams themselves are not directly useful for developing practical approximations. Their simple unbranched structure is a reflection of the linearity of the underlying field theory. This same linearity is the basic structure of Mazenko’s theory, which has a hierarchy of correlation functions, their memory functions, memory functions of the memory functions, etc., which are linearly related.

This diagrammatic representation does, however, allows us to analyze the response functions and correlation functions in more detail than is convenient using Mazenko’s notation. In this paper, we carry out such an analysis by first analyzing the cluster properties of the $Q$ vertices, which are the renormalized interactions in the theory. This will enable us to develop a different diagrammatic representation of the various functions in the theory, one that has much in common with the Mayer cluster theory for equilibrium fluids$^{10-14}$.

Section II performs the cluster analysis of the $Q$ vertices. Section III derives the second diagrammatic formulation. Section IV presents some of the immediate consequences of the formulation.

II. CLUSTER ANALYSIS OF THE RENORMALIZED INTERACTIONS

In the theory derived in II, the interactions responsible for the dynamics of the fluctuations are expressed by the functions $Q_{nm}(1\ldots n; 1'\ldots m')$. These are time-independent renormalized interactions that appear in the equations of motion in Eq. II(2.4). (An equation number preceeded by I or II indicates an equation in a previous paper in this series.) An explicit formula for the functions in terms of matrix elements of the Liouville operator is given in Eq. II(2.5). As in I and II, a number, such as 1, is a ‘point variable’ that refers to a point in single-particle phase space, such as $(R_1, P_1)$.

An important characteristic of such multipoint functions is their cluster properties, i.e.
their behavior when one or more of the point variable arguments is well separated from the
others in position space. Appendix A presents a cluster analysis of the $Q_{nm}$ functions. It
defines a set of cluster functions $Q_{nm}^{(c)}(1 \ldots n; 1' \ldots m')$ for $n \geq 1$, $m \geq 1$, $|n - m| \leq 1$. These
functions have the cluster property; namely they go to zero when one or more of the position
arguments is very far from the others. Moreover, $Q_{n,n+1}^{(c)} = 0$ for $n \geq 2$. They are related to
the $Q_{nm}$ functions in a way that is most conveniently stated in terms of diagrams.\textsuperscript{15}

\[ Q_{nm}(1 \ldots n; 1' \ldots m') = \text{the sum of all topologically different matrix diagrams with: i. } n \text{ left } \]
\[ \text{roots labeled } 1 \ldots n; \text{ ii. } m \text{ right roots labeled } 1' \ldots m'; \text{ iii. one } Q^{(c)} \text{ vertex and } \delta \text{ vertices.} \]

Here $\delta$ vertex is associated with a function that is a Dirac delta function for two point
variables; $\delta(1; 1') = \delta(R_1 - R_{1'})\delta(P_1 - P_{1'})$

The meaning of this result can be illustrated with an example.

\[ Q_{11}(1; 1') = Q_{11}^{(c)}(1; 1') \]
\[ Q_{22}(12; 1'2') = Q_{11}^{(c)}(1; 1')\delta(2, 2') + Q_{11}^{(c)}(1; 2')\delta(2, 1') \]
\[ \quad + Q_{11}^{(c)}(2; 1')\delta(1, 2') + Q_{11}^{(c)}(2; 2')\delta(1, 1') + Q_{22}^{(c)}(12; 1'2') \]

Using the idea that time proceeds from right to left, which is characteristic of the diagrammatic theory in II, we can interpret these equations in the following way. The first implies
that when a fluctuation at $1'$ undergoes an interaction and forms a fluctuation at 1, the
two positions must be close together. The second says that when two fluctuations at $1'$ and
$2'$ undergo an interaction to form two fluctuations at 1 and 2, there are two qualitatively
different things that can happen. One possibility is that one of the incoming fluctuations
produces one of the outgoing fluctuations, with the other incoming fluctuation not being
affected. This can happen regardless of the distance between the incoming fluctuations, and
this process is described by the same $Q^{(c)}$ function as appears in $Q_{11}$. The second possibil-
ity, which can happen only if the two incoming fluctuations are close together, is that both
incoming fluctuations together produce the two outgoing fluctuations, and the two outgoing fluctuations must be located near the positions of the incoming fluctuations.

III. THE SECOND GRAPHICAL FORMULATION

The fundamental dynamical quantity in the theory presented in I is \( \chi(a_1; a_2) \), which is a causal response function (or propagator) defined in Eq. II(3.6). Here each \( a_i \) represents both a set of points in single-particle phase space and a time, and the response function describes how a correlated fluctuation at \( a_1 \) is affected by a change in the correlated fluctuation at \( a_2 \). The function \( \chi^{(0)}(a_1; a_2) \), defined in Eq. II(3.3) is an unperturbed version of this response function.

To make diagrammatic use of the cluster expansion of the \( Q \) vertices, it is helpful to perform a complete decomposition of \( \chi^{(0)} \) along the lines suggested by Eq. II(4.1).

\[
\chi^{(0)}(a; a') = \sum_{p=0}^{\infty} \chi^{(0,p)}(a, a')
\]

where

\[
\chi^{(0,p)}(a, a') = \delta_{n(a),p} \chi^{(0)}(a; a')
\]

\( \chi^{(0,p)} \) is an unperturbed propagator for a set of \( p \) correlated fluctuations. When this is substituted into Eq. II(3.7), the following graphical expression for \( \chi \) is obtained:

\[
\chi(a_1; a_2) = \text{the sum of all topologically different}
\] connected matrix diagrams with: i. a left root labeled \( a_1 \); ii. a right root labeled \( a_2 \); iii. free points; iv. \( \chi^{(0,p)} \) bonds for \( p \geq 1 \); and iv. \( Q \) vertices; such that: i. each root is attached to a \( \chi^{(0,p)} \) bond; ii. each free point is attached to a \( \chi^{(0,p)} \) bond and a \( Q \) vertex.

The diagrams in this series look exactly like the diagrams in Fig. 1 of II provided the lines in that figure are interpreted as \( \chi^{(0,p)} \) bonds rather than \( \chi^{(0)} \) bonds. Each diagram in Eq. II(3.7) is a sum of one or more of the diagrams in this series.
In every nonzero diagram in this series, each $\chi^{(0,p)}$ bond is attached to free points on two different $Q$ hypervertices. When a diagram is evaluated, a set of $R^pP^p$ integration variables is attached to each free point at each end of each $\chi^{(0,p)}$. But $\chi^{(0,p)}$ contains delta functions that demand that the integration variables associated with each of its ends be the same and that the fluctuation index for each must be $p$. [See Eqs. II(3.3) and (3.1).] In effect, therefore, each $\chi^{(0,p)}$ bond has associated with it a single set of $R^pP^p$ variables. In drawing the diagrams, we could replace the single line for $\chi^{(0,p)}$ by $p$ lines and put one phase point variable on each of the lines. Compare parts (a) and (b) of Fig. 1. The $p$ new lines would represent unperturbed propagation of $p$ individual fluctuations, whereas the original single line represented unperturbed propagation of a set of $p$ fluctuations.

Now we introduce the cluster expansion of the $Q$ vertices into the series, leading to diagrams in which a $Q^{(c)}$ vertex and zero or more $\delta$ vertices (together with some additional complications, which are addressed in Appendix B) replace each of the original $Q$ vertices. Compare parts (b) and (c) of Fig. 1. If one of the $p$ lines of a $\chi^{(0,p)}$ is attached to a $\delta$ vertex rather than the $Q^{(c)}$ vertex, it is in an important sense not involved in or affected by the interaction that the $Q^{(c)}$ represents; moreover it has a $\delta$ function connection to another point, which in turn has a line attached. One can imagine that the uninvolved fluctuation could be represented by a line that ‘goes right by’ the $Q^{(c)}$. Compare parts (c) and (d) of Fig. 1. The kinds of pictures that are generated by the combination of the cluster representation of the $Q$ and the decomposition of $\chi^{(0)}$ suggests a new diagrammatic representation in which lines represent individual fluctuations that interact only at $Q^{(c)}$ vertices.

A detailed analysis of the conversion of the series into a form containing this new type of diagram is presented in Appendix B. The considerations are rather detailed, but the final results are (in comparison) rather simple. In the new series, each diagram contains points, and each point has associated with it a single phase point variable and a time. The diagrams also contain $Q^{(c)}_{mn}$ vertices and $\chi^{(0)}$ lines. A $Q^{(c)}_{mn}$ vertex represents a function
\[ Q_{mn}^{(c)}(1t_1 \ldots mt_m; 1't_1' \ldots n't_{n'}) = Q^{(c)}(1 \ldots m; 1' \ldots m') \times \left( \prod_{i=2}^{m} \delta(t_1 - t_i) \right) \left( \prod_{j=1}^{n} \delta(t_1 - t_j') \right) \]

and a \( \chi^{(0)} \) line represents a function

\[ \chi^{(0)}(1t_1; 1't_1') = \Theta(t_1 - t_1') \delta(1, 1') \quad (3.3) \]

The new graphical expression for the response function is:

\[ \chi_{nm}(1 \ldots n, t; 1' \ldots m', t') = \text{the sum of all topologically different matrix diagrams with:} \]

i. \( n \) left roots labeled \((1, t), (2, t), \ldots, (n, t)\);

ii. \( m \) right roots labeled \((1', t'), (2', t'), \ldots, (m', t')\)

iii. free points;

iv. \( \chi^{(0)} \) bonds; and

v. \( Q^{(c)} \) vertices; such that:

i. each root is attached to a \( \chi^{(0)} \) bond;

ii. each free point is attached to a \( \chi^{(0)} \) bond and a \( Q^{(c)} \) vertex.

(3.4)

See Fig. 2 for some examples of the diagrams for \( \chi_{11} \) and Fig. 3 for some diagrams for \( \chi_{22} \). These diagrams have symmetry numbers that differ from unity. See Appendix A of I for a brief discussion of symmetry numbers.

The correlation function \( C_{nm}(1 \ldots n; 1' \ldots m', 0) \), defined in Eq. II(3.8), describes the correlations between a set of \( n \) fluctuations at one time and a set of \( m \) fluctuations at a different time. It can be calculated from a response function using Eq. II(3.9). That equation can be given a simple diagrammatic meaning in terms of these new types of diagrams because of the presence of the \( 1/m! \) factor, which can be regarded as the symmetry number of a diagram.
$C_{nm}(1 \ldots n, t_1; 1' \ldots m', 0) = \text{one matrix diagram}$

with: i. $n$ left roots labeled $(1, t_1), (2, t_1), \ldots, (n, t_1)$; ii. $m$ right roots labeled $(1', 0), (2', 0), \ldots, (m', 0)$; iii. $m$ free points; iv. one $\chi_{nm}$ vertex and one $F_m$ vertex; such that: i. every left root is a left point of the $\chi_{nm}$; ii. every right root is a right point of the $F_m$; and iii. every free point is on both a $\chi_{nm}$ and the $F_m$.

(For future reference we note that the special case of this for $C_{11}$ is)

$$C_{11}(1, t_1; 1', 0) = \int d1'' \chi_{11}(1, t_1; 1'', 0)F_1(1'', 1')$$

which leads to

$$\chi_{11}(1, t_1; 1', 0) = \int d1'' C_{11}(1, t_1; 1'', 0)K_1(1'', 1')$$

when the inverse relationship, Eq. I(2.13) between $K_1$ and $F_1$ is used.)

Eqs. (3.4) and (3.5) are the major new results of this paper. They represent formally exact diagrammatic expressions for the time correlation functions of the fields defined using the fluctuation basis and for the response functions associated with the fields. Since the correlation functions of the fluctuation basis fields are directly related to those for the phase space densities, we have a complete formal diagrammatic theory for all the two time correlation functions of the phase space densities.

Having both of the functions and response functions in the same diagrammatic language facilitates theoretical manipulations involving them. For example, using the generalization of some theorems of Morita and Hiroike, we can substitute the graphical expression Eq. (3.4) for $\chi$ into that for $C$ to get a more detailed expression for $C$. 
\( C_{nm}(1 \ldots n, t_1; 1' \ldots m', 0) = \text{the set of all topologically different matrix diagrams with: } \\
i. \text{n left roots labeled } (1, t_1), (2, t_1), \ldots, (n, t_n); \text{ ii. } m \text{ right roots labeled } (1', 0), (2', 0), \ldots, (m', 0); \\
\text{iii. free points; iv. } \chi_0 \text{ bonds; and v. } Q^{(c)} \text{ vertices and one } F_n \text{ vertex; such that: } \\
i. \text{each left root is attached to a } \chi^{(0)} \text{ bond; } \text{ii. each right root is attached to an } F_n \text{ vertex; and } \\
\text{iii. each free point is attached to a } \chi^{(0)} \text{ bond and either a } Q^{(c)} \text{ or the } F_n. \) (3.7)

See Fig. 4 for some of the diagrams in this series for the case of \( C_{11}. \)

IV. CONSEQUENCES

In this section, we shall state some consequences that follow almost immediately from the new graphical formulation.

A. Cluster properties of the response function

The diagrams in Eq. (3.4) for \( \chi_{nm} \) need not be connected. However, each connected diagram is a function of its arguments that is zero if any one or more of the arguments is far from from all the others; i.e. it has the cluster property. This follows because both the \( Q^{(c)} \) vertices and the \( \chi^{(0)} \) bonds have this property. Accordingly we define
\[
\chi_{nm}^{(c)}(1 \ldots n, t; 1' \ldots m', t') \equiv \text{the sum of all connected diagrams in Eq. (3.4) for } \\
\chi_{nm}(1 \ldots n, t; 1' \ldots m', t'). \]  

(4.1)

It follows from the previous discussion that \( \chi_{nm}^{(c)} \) has the cluster property.

The \( \chi \) function can be expressed in terms of the \( \chi^{(c)} \) functions. We find:
\[ \chi_{nm}(1 \ldots n, t; 1' \ldots m', t') = \text{the sum of all topologically different matrix diagrams with: i. } n \]
left roots labeled \((1, t), (2, t), \ldots, (n, t)\); ii. \(m \)
right roots labeled \((1', t'), (2', t'), \ldots, (m', t')\); and iii. \(\chi^{(c)}_{pq} \) vertices for \(p, q \geq 1\).

**B. Cluster properties of the correlation functions**

The static correlation functions \(F_n\) have cluster properties that are conveniently expressed in terms of cluster functions \(F^{(c)}_n\). See Eq. I(3.7). These cluster functions have the cluster property. Substituting Eqs. (4.2) and I(3.7) into Eq. (3.7) we get:

\[ C_{nm}(1 \ldots n, t; 1' \ldots m', 0) = \text{the sum of the connected diagrams in Eq. (4.3) for } C_{nm}(1 \ldots n, t; 1' \ldots m', 0). \]
Each of these cluster functions has the cluster property. Then

\[ C_{nm}(1 \ldots n, t; 1' \ldots m', 0) = \text{the sum of all topologically different diagrams with: } i. \ n \text{ left roots labeled } (1, t), (2, t), \ldots, (n, t); \ ii. \ m \text{ right roots labeled } (1', 0), (2', 0), \ldots, (m', 0); \ iii. \ C_{pq}^{(c)} \text{ vertices for } p, q \geq 1. \]

C. Diagrammatic series for the collisional part of the memory function

The collisional part of the memory function for the usual kinetic equation for the correlation function of single point fluctuations is given in Eq. II(4.8) in terms of the function \( \chi^{(>1)}_{22} \). This function is defined in Eq. II(4.7) as the sum of diagrams in the series for \( \chi_{22} \) that have no \( \chi^{(0,1)} \) bonds. Diagrams of the original series for \( \chi \) that have \( \chi^{(0,1)} \) bonds lead to diagrams in the new series for \( \chi \) that have \( \chi^{(0)} \) bonds (now describing single point fluctuations) such that removal of just one bond disconnects both left roots from both right roots. It follows that

\[ \chi^{(>1)}_{22}(12, t; 1'2', t') = \text{the sum of all the diagrams in Eq. (3.4) for } \chi_{22}(12, t; 1'2', t') \text{ that have no } \chi^{(0)} \text{ bond whose removal disconnects the left roots from the right roots.}^{16} \]

We can now provide a diagrammatic formula for \( M \), the collisional part of the memory function in the kinetic equation for the single point fluctuation correlation function.
\( M(1, t_1; 2, t_2) \) is the sum of all topologically different connected matrix diagrams with: 

1. a left root labeled \((1, t_1)\);
2. a right root labeled \((2, t_2)\);
3. free points;
4. \( Q^{(c)} \) vertices; and
5. \( \chi^{(0)} \) bonds; such that: 
   1. the left root is attached to a \( Q^{(c)}_{12} \) vertex;
   2. the right root is attached to a \( Q^{(c)}_{21} \) vertex;
   3. every free point is attached to a \( \chi^{(0)} \) bond and a \( Q^{(c)} \) vertex; and
   4. there is no \( \chi^{(0)} \) bond whose removal disconnects the two roots.

(4.4)

See Fig. 5 for examples of these diagrams.

D. Derivation of closure relations

An important feature of the second diagrammatic representation we have developed is that the memory function and the correlation functions are each expressed exactly in terms of diagrams that are closely related in structure. This may facilitate the derivation of closure relationships between the memory function and the correlation function.

To illustrate how this might be done using these diagrams, we shall ‘derive’ a particularly simple approximation that is of the form of a ‘simple mode coupling theory’ approximation, as defined by the theory of Götze and coworkers\(^{17}\). The approximation we will derive is probably not an accurate one, but it will allow us to discuss how more accurate mode coupling approximations might be derived.

The series for the memory function is given in Eq. (4.4) and Fig. 5. Note that some of the diagrams in the series become disconnected if the \( Q^{(c)} \) vertices on the far left and far right are removed, whereas others remain connected. Suppose we were to choose to approximate \( M \) by the subset of diagrams that become disconnected when these two vertices are removed. In each such diagram each of the two pieces that becomes disconnected is in the series for
\( \chi_{11} \). See Fig. 2. Using basic diagrammatic arguments, it is straightforward to show that the sum of all such diagrams is a single diagram that looks like the first diagram in Fig. 5 with each \( \chi^{(0)} \) vertex replaced by a \( \chi_{11} \) vertex. This approximation then gives the following result.

\[
M(1, t_1; 2, t_2) = \frac{1}{(2!)^2} \int d3d4d5d6 \, Q_{12}(1; 34) \\
\times \chi_{11}(3, t_1; 5, t_2) \chi_{11}(4, t_1; 6, t_2) Q_{21}(56; 2)
\]

Using Eq. (3.6), each of the response functions can be expressed in terms of the corresponding correlation function.

\[
M(1, t_1; 2, 0) = \frac{1}{(2!)^2} \int d3d4d5d6 \, Q_{12}(1; 34) \\
\times \int d7 \, C_{11}(3, t_1; 7, 0) K_1(7; 5) \\
\times \int d8 \, C_{11}(4, t_1; 8, 0) K_1(8, 6) Q_{21}(56; 2)
\]

This result is of the form of a ‘simplified mode coupling theory’ approximation. It expresses the memory function for a specific time as a quadratic function of the correlation function at the same time.

This procedure shows how mode coupling approximations can be derived by identifying regions of the diagrams in the series for the memory function that have the characteristic that two (or more) single point fluctuations are propagating independently with no connection between them. The values associated with those regions look like products of \( \chi_{11} \) response functions, which can then be related to products of correlation functions. This particular version of a simplified mode coupling approximation is probably too simple to be accurate, in that on each side of the region of independent propagation we have simply a single renormalized interaction. For an accurate mode coupling approximation, the quantity on each side of the region of independent propagation should probably be a classical \( T \) matrix element for a binary collision. In addition, there should be a term that describes a simple completed binary collision in the absence of mode coupling effects. Ideas of this type have
been used by Mazenko\textsuperscript{9} and by Sjögren\textsuperscript{18}, and we plan to explore them in the context of the present graphical theory.

\section*{V. DISCUSSION}

In this series of papers we have presented a formally exact diagrammatic theory of the two time correlation functions of phase space density fluctuations in an atomic fluid at equilibrium. In this paper, we have shown that the correlation functions for density fluctuations, as well as associated response functions and the memory function, can be expressed in terms of diagrammatic series, as in Figs. 2-5, that have much in common with the Mayer cluster series\textsuperscript{10–14} for static correlation functions of an equilibrium fluid. Each point in the new series corresponds to a position, a momentum, and a time variable, whereas in Mayer’s theory, each point corresponds to a position. The interactions in the new series are represented by $Q^{(c)}$ vertices, which contain the physics of the two-particle potential but are fully renormalized, in the sense that they can be expressed in terms of the static correlation functions with no reference to the potential. The new series also contains vertices corresponding to the initial values of the correlation functions, as well as a very simple unperturbed causal response function.

An important feature of the theory is that the same types of diagrams are used to express both the correlation functions and the memory functions, as well as the closely related response functions. This is analogous to the situation in Mayer’s cluster theory of equilibrium liquids; namely that correlation functions and direct correlation functions are described using the same types of diagrams, thus facilitating the derivation of various closures for the Ornstein-Zernike equation. The use of such relationships is central to the various versions of mode coupling theory, and the present diagrammatic theory may be useful for deriving mode coupling theories and corrections to such theories, while still keeping track of all the contributions to the formally exact answer.
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APPENDIX A: CLUSTER PROPERTIES OF THE $Q$ FUNCTIONS

The cluster properties of the $Q$ functions are consequences of the cluster properties of the $J$, $F$, and $K$ functions defined in I and of matrix elements of the Liouville operator, whose calculation is discussed in Appendix A of II. Derivation of the result is a straightforward (but tedious) exercise in the use of graphical techniques developed in I and II. Here we shall outline the derivation of the cluster properties rather than present the argument in detail.

The original formula for the $Q$ functions is Eq. II(2.5), which we rewrite as

$$-Q_{nm}(1\ldots n; 1'\ldots m') = \frac{1}{m!} \int d1''\ldots dm'' \langle \phi_n(1\ldots n)|iL|\phi_m(1''\ldots m'') \rangle \times K_m(1''\ldots m''; 1'\ldots m')$$ (A1)

We have used the symmetry of $K_m$ under interchange of its left and right arguments. Also, the Hermitian character of $L$ implies that

$$\langle \phi_n|L|\phi_m \rangle = -\langle \phi_m|L|\phi_n \rangle$$ (A2)

since this matrix element is purely imaginary.

1. $Q_{n,n+1}$

Applying Eq. (A1) to the calculation of $Q_{n,n+1}$ and using Eqs. II(A2) and I(2.13), we find that
\[ Q_{n,n+1}(1\ldots n; 1'\ldots (n+1)') = \text{the set of all topologically different diagrams with: } \]
\[
\begin{align*}
&i. \ n \text{ left roots labeled } 1\ldots n; \\
&ii. \ n+1 \text{ right roots labeled } 1'\ldots (n+1)'; \\
&iii. \ \text{one } V_{12} \text{ vertex and } \delta \text{ vertices.}
\end{align*}
\]

This verifies Eq. (2.1) for \( m = n + 1 \) and gives the following result.

\[ Q^{(c)}_{12}(1; 1'2') = V_{12}(1; 1'2') \]
\[ Q^{(c)}_{n,n+1} = 0 \quad \text{for } n \geq 2 \]

Note that \( Q^{(c)}_{12} \) has the cluster property if the potential is short-ranged.

### 2. \( Q_{n,n-1} \)

Applying the same equations to the calculation of \( Q_{n,n-1} \) leads to a result that can be converted to diagrammatic language.

\[ -Q_{n,n-1}(1\ldots n; 1'\ldots (n-1)') = \text{the matrix diagram with: } \]
\[
\begin{align*}
&i. \ n \text{ left roots labeled } 1\ldots n; \\
&ii. \ n-1 \text{ right roots labeled } 1'\ldots (n-1)'; \\
&iii. \ n + 2 \text{ free points; } \\
&iv. \ \text{one } F_n \text{ vertex, one } V_{21}^T \text{ vertex, and one } K_{n-1} \text{ vertex; such that: } \\
&i. \ \text{the left roots are on the } F_n; \\
&ii. \ \text{the right roots are on the } K_{n-1}; \\
&iii. \ \text{two free points are right points on the } F_n \\
&\quad \text{and left points on the } V_{21}^T; \\
&iv. \ n - 2 \text{ free point are right points on the } F_n \text{ and left points on the } V_{21}^T; \\
&v. \ \text{one free point is the right point on the } V_{21}^T \text{ and a left point of the } K_{n-1}.
\end{align*}
\]

(Here the \( V_{21}^T \) function is defined as \( V_{21}^T(12; 1') \equiv V_{12}(1'12) \).) Introduce the cluster expansion, Eqs. I(3.7) and I(3.8), of the \( F_n \) and \( K_{n-1} \) in terms of \( F^{(c)} \) and \( K^{(c)} \) vertices. Some diagrams are completely connected, and their sum is defined as \( -Q^{(c)}_{n,n-1} \). (This implies that \( Q^{(c)}_{n,n-1} \))
has the cluster property.) Others are disconnected. In a disconnected diagram, a subgraph that does not contain the $V_{21}^T$ might contain just one $F_{1}^{(c)}$ and one $K_{1}^{(c)}$ or it might be more complicated. It is straightforward to show, using Eq. I(B4) that the sum of the diagrams with more complicated subgraphs is zero. The remaining disconnected graphs sum to a result that is of the form of the disconnected diagrams in Eq. (2.1) for $m = n - 1$.

3. $Q_{nn}$

The matrix element of the Liouville operator that is needed is $\langle \phi_n | iL | \phi_n \rangle$. Using Eq. I(2.7) for the second $\phi_n$ gives the following exact result

$$\langle \phi_n | iL | \phi_n \rangle = \langle \phi_n | iL (1 - P_{n-1}) | \psi_n \rangle \quad (A5)$$

since the subsequent terms in the series for $\phi_n$ are in subspaces that are orthogonal to the $\phi_n$ on the left side of this inner product. Use Eq. I(2.10) for the projection operator and Eq. II(A2) for the calculation of the Liouville operator matrix elements. In particular

$$\langle \phi_n (1\ldots n) | iL | \psi_n (1''\ldots n'') \rangle$$

$$= \sum_{i''=1}^{n} \int d1'' F_n (1\ldots n; 1''\ldots n''[1''/i'']) V_{11}^T (1''; i'')$$

$$+ \sum_{i''=1}^{n} \int d1'' d2'' J_{n,n+1} (1\ldots n; 1''\ldots n''2''[1''/i''])$$

$$\times V_{21}^T (1''2''; i'')$$

(See Eq. II(2.3) for a discussion of the meaning of the notation using square brackets.) Substitute this expression into Eq. (A1) for $Q_{nn}$. The result can be expressed as three sums of diagrams. The first sum contains $V_{11}^T$ and is derived from the 1 term in (A5). The second sum contains $V_{21}^T$ and is derived from the 1 term in (A5). The third sum contains $V_{21}^T$ and is derived from the $P$ term in (A5). Then replace each $K$, $J$, and $F$ by its cluster expansion in terms of $K^{(c)}$, $J^{(c)}$, and $F^{(c)}$, in each of these three sums.

By a procedure very similar to that described above for $Q_{n,n-1}$, it is straightforward to show that the first sum has the structure of Eq. (2.1). The completely connected diagrams
in the sum are contributions to $Q^{(c)}_{n,n-1}$, and the disconnected diagrams are a sum of products of a $Q_{m,m-1}$ for $m < n$ and of delta functions.

In the second and third sums, it is straightforward to show that each nonzero diagram has one $J^{(c)}$ vertex with a different number of left points than right point and one $V_{21}^T$ that has two left points and one right point and that all other vertices have equal numbers of left and right points. (Note that any $J^{(c)}$ vertex with equal numbers of left and right points is equivalent to an $F^{(c)}$ vertex.)

In the second and third sums, some diagrams are connected, and the sum of all of these is a contribution to $Q^{(c)}_{n,n-1}$. In some of the disconnected diagrams the $V_{21}^{(c)}$ and the $J^{(c)}$ with different numbers of left points and right points are in different subgraphs. It can be shown that these diagrams cancel between the two sums because of the difference of sign of the two sums. In the remaining disconnected diagrams, the $V_{21}^{(c)}$ and the $J^{(c)}$ with different numbers of left points and right points are in the same subgraph. In some of these diagrams all the other subgraphs contain only $F_1^{(c)}$ and $K_1^{(c)}$ vertices and are equivalent to delta functions. In others of the diagrams, one or more of the other subgraphs contains $F_m^{(c)}$ and/or $K_m^{(c)}$ vertices with $m > 1$. The sum of all these diagrams can be shown to be zero, using Eq. I(B4).

The net result is that when the diagrams that systematically cancel one another are removed from the series, every remaining diagram has: one connected subgraph containing one $V^T$ vertex (as well as one or more $F_m$, one or more $K_m$, and, in the case that the $V^T$ is a $V_{21}^T$, one $J^{(c)}$ with unequal numbers of left and right points) and zero or more subgraphs that are delta functions each having one left root and one right root attached. The result leads to Eq. (2.1). The $Q^{(c)}_{nn}$ function is the sum of all the connected diagrams in the final result for $Q_{nn}$, and therefore it has the cluster property.
Appendix B: Derivation of Diagrammatic Series Containing Points and Lines for Individual Fluctuations

Here we derive a new diagrammatic formulation, one in which each point and line represents a fluctuation at a single phase point rather than a collection of $n$ fluctuations at $n$ phase points. A complete proof would require a great deal of detailed explanation. To avoid this, we shall indicate the major steps in the logical development and mention the major considerations that justify each step.

The starting point is Eq. (3.2). To get a new diagrammatic series, we perform the following transformation of each diagram in this series.

i. Replace each old root point, labeled by $a \mapsto (n, 1 \ldots n, t) \mapsto (n, R_1 P_1 \ldots R_n P_n, t)$, by $n$ new root points labeled by $(1^t) (2^t) \ldots (n^t)$ or $(R_1^t P_1^t) \ldots (R_n^t P_n^t)$.

ii. Replace each old free point by $n$ new free points. The value of $n$ is the fluctuation index associated with the old point, as determined from the vertex to which the point is attached.

iii. Replace each old $Q_{nm}$, having one left point and one right point, by a new $Q$ having $n$ left points of the new type and $m$ right points of the new type. The function associated with the old $Q$ depended on the $\alpha$ variables. The function associated with the new $Q$ has the same dependence on the $\alpha$ variables but contains enough delta functions to make all the time arguments equal. I.e.

$$Q_{nm}(1t_1 \ldots nt_n; 1't_1' \ldots m't_m') = Q_{nm}(1 \ldots n; 1' \ldots m') \left( \prod_{i=2}^{n} \delta(t_i - t_1) \right)$$

$$\times \left( \prod_{j=1}^{m} \delta(t_j' - t_1) \right) \quad (B1)$$

Here, the $Q$ on the left is the function associated with the new $Q_{nm}$ vertex and the $Q$ on the right is the function associated with the old vertex.

iv. Replace each $\chi^{(0,p)}$ bond by $p$ $\chi^{(0)}$ bonds. Each $\chi^{(0)}$ bond, like the $\chi^{(0,p)}$ bonds of the previous series, is represented by a line with an arrowhead. Each line is attached to two new points such that the head end of the new bond is attached to a new point that resulted from
the point at the head end of the bond that is being replaced. A similar statement applies
to the point attached to the tail of a new $\chi^{(0)}$. The function associated with a $\chi^{(0)}$ bond is

$$
\chi^{(0)}(1t_1;2t_2) \equiv \delta(1;2)\Theta(t_1 - t_2)
$$

Because each $Q_{nm}$ is left symmetric and right symmetric and the free points are not
labeled, each old diagram generates only one possible topologically distinct diagram; i.e.
there is only one topologically distinct way of attaching the $\chi^{(0)}$ bonds to the new free
points. Moreover, different diagrams in the old series lead to topologically distinct diagrams
in the new series.

When we evaluate a new diagram using the usual rules for evaluation of diagrams and
the functions given above for the new $\chi^{(0)}$ bond and the new $Q$ vertices, we find that the
value of each new diagram is equal to the value of the corresponding old diagram. Proving
this requires detailed consideration of the range of summation over $\alpha$ for each of the free
points in the old diagram and of the fact that the new diagrams have symmetry numbers
that are not all unity. We shall omit the details of that proof.
The result is:

$$\chi_{nm}(1\ldots n, t_1; 1'\ldots m', t_2) = \text{the sum of all topologically different connected matrix diagrams with: i. } n \text{ left roots labeled } (1, t_1)\ldots(n, t_1); \text{ ii. } m \text{ right roots labeled } (1', t_2)\ldots(m', t_2); \text{ iii. free points; iv. } \chi^{(0)} \text{ bonds; and v. } Q_{pq} \text{ vertices for } p, q \geq 1; \text{ such that: i. each root is attached to a } \chi^{(0)} \text{ bond; ii. every free point is attached to a } \chi^{(0)} \text{ bond and a } Q \text{ vertex; iii. for diagrams with one or more } Q, \text{ the head points of all } \chi^{(0)} \text{ bonds whose tails are attached to right roots are on the same } Q, \text{ and the head points of all } \chi^{(0)} \text{ bonds whose tails are attached to the left points of the same } Q \text{ have their heads either on the same } Q \text{ or all on left roots.}

\text{In a diagram, a forward path from one point to another will be defined as a sequence of points, bonds, and vertices, starting with the first point and ending with the second point, such that each item in the sequence is attached to the next item in the sequence and for each bond in the sequence the tail point preceeds the head point in the sequence.}

\text{A consequence of the stipulations in this series (excluding restriction iii) is that there is a forward path from any point to any left root. If we keep all the other specifications the same, we can replace the restriction iii by the statement that, for diagrams with one or more } Q, \text{ all forward paths from a right root to a left root contain all the } Q \text{ vertices and contain}
them in the same order. We get

\[ \chi_{nm}(1 \ldots n, t_1; 1' \ldots m', t_2) = \text{the sum of all topologically different connected matrix diagrams with: } \\
\text{i. } n \text{ left roots labeled } (1, t_1) \ldots (n, t_1); \text{ ii. } m \text{ right roots labeled } (1', t_2) \ldots (m', t_2); \text{ iii. free points; iv. } \chi^{(0)} \text{ bonds; and v. } Q_{pq} \text{ vertices for } \\
p, q \geq 1; \text{ such that: } i. \text{ each root is attached to } \\
a \chi^{(0)} \text{ bond; ii. every free point is attached to a } \\
\chi^{(0)} \text{ bond and a } Q \text{ vertex. iii. for diagrams with } \\
one or more } Q, \text{ all forward paths from a right root to a left root contain all the } Q \text{ vertices and } \\
contains them in the same order.}

In the diagrammatic formulation above, as in all the preceding ones, the diagrams are in effect strictly time ordered. (By this we mean that the structure of the diagrams strictly determines the relative values of the time variables for which the integrand of the integral in the value of the diagram is nonzero. For example, for this latest series, when a diagram is evaluated, all the times associated with the right roots are the same, all the times associated with each } Q \text{ are the same, and all the times associated with the left roots are the same. Thus, if there are } r \text{ } Q \text{ vertices, there are } r + 2 \text{ distinct times. Moreover, the Heaviside time dependence of the } \chi^{(0)} \text{ bonds and the last topological restriction in the series implies that the integrand is nonzero only when these times are strictly ordered in the same sequence as is implied by the forward paths from a right root to a left root.) However, the diagrammatic result that we will finally obtain in this appendix is one in which such strict time ordering is not implied by the structure of the diagrams. (It will still be the case that there will be one time for each } Q^{(c)} \text{, but there will be instances in which the two times associated with two } Q^{(c)} \text{s can be in either order.) Proving that a series of diagrams that are not strictly time ordered is equal to a series of diagrams that are strictly time ordered requires special considerations of symmetry numbers and of other topological details. Essentially the same}
problem was encountered by Hugenholtz in quantum many-body theory and solved for the relevant type of diagrams in the Laplace transform domain, but adaptation of that solution to the present problem would be rather complicated. Instead, we shall address the problem in such a way that generalizations of the theorems of Morita and Hiroike\textsuperscript{11–13} can be used to carry out the derivation.

We introduce a new type of point, which we call a time point (since it has only a time argument associated with it). We associate an additional time argument with each new $Q_{nm}$. In the diagrams a time point will be associated with that new argument. The function associated with this newer $Q_{nm}$ is given by

$$Q_{nm}(1t_1\ldots nt_n; 1t'_1\ldots mt'_m) = Q_{nm}(1t_1\ldots nt_n; 1't'_1\ldots mt'_m)\delta(t - t_1)$$

(B2)

where the $Q$ on the left is the newer $Q$ and the $Q$ on the right is the new $Q$. Making this change causes a slight change in the way a diagram is evaluated, with one additional time integration for each time point, but it does not change the value of any diagram. We extend the definition of matrix diagram (see Appendix A of I) to diagrams that have time points in the following way: a diagram with time points will be called a matrix diagram if it is a matrix diagram according to the old definition when the time points (and $\Theta$ bonds, which are defined below) are removed. Then we have:
\( \chi_{nm}(1 \ldots n, t_1; 1' \ldots m', t_2) = \) the sum of all topologically different connected matrix diagrams with:  
- \( i. \) \( n \) left roots labeled \((1, t_1) \ldots (n, t_1)\);  
- \( ii. \) \( m \) right roots labeled \((1', t_2) \ldots (m', t_2)\);  
- \( iii. \) free points and free time points;  
- \( iv. \) \( \chi(0) \) bonds; and  
- \( v. \) \( Q_{pq} \) vertices for \( p, q \geq 1 \); such that:  
- \( i. \) each root is attached to a \( \chi(0) \) bond;  
- \( ii. \) every free point is attached to a \( \chi(0) \) bond and a \( Q \) vertex.  
- \( iii. \) each free time point is attached to a different \( Q \) vertex.  
- \( iv. \) for diagrams with one or more \( Q \), all forward paths from a right root to a left root contain all the \( Q \) vertices and contain them in the same order.  

(B3)

Next we introduce the \( \Theta \) bond, which can be be represented as a line with an arrowhead. Each end of a \( \Theta \) bond can be attached either to a root or to a time point. The function associated with the \( \Theta \) bond is simply a Heaviside function of the time associated with the point at the head end minus the time associated with the time at the tail end.

In a diagram, a forward path of \( \chi(0) \) bonds will be defined as a forward path in which all the bonds are \( \chi(0) \) bonds. A forward path of \( \Theta \) bonds will be defined as a forward path in which all the bonds are \( \Theta \) bonds. In the previous series, the forward paths that are mentioned are all forward paths of \( \chi(0) \) bonds.

In each diagram, we add \( \Theta \) bonds in order to construct one forward path of \( \Theta \) bonds from root 1' to root 1 such that the path visits the time point on each \( Q \) once and only once. This generates a new diagram. We repeat this process in all possible ways, generating several diagrams from each diagram in Eq. (B3). If the forward path of \( \Theta \) bonds visits the \( Q \) vertices in the same order as the forward path of \( \chi(0) \) bonds, the value of the diagram is unchanged by this. If the forward path visits the \( Q \) vertices in a different order, the value of the diagram is zero, so there is no error made by including the diagram in the series. We
have
\[ \chi_{nm}(1 \ldots n, t_1; 1' \ldots m', t_2) = \text{the sum of all topologically different connected matrix diagrams with: i. } n \text{ left roots labeled } (1, t_1) \ldots (n, t_1); \text{ ii. } m \text{ right roots labeled } (1', t_2) \ldots (m', t_2); \text{ iii. } \text{free points and free time points; iv. } \chi^{(0)} \text{ and } \Theta \text{ bonds; }
\]
and v. \( Q_{pq} \) vertices for \( p, q \geq 1 \); such that: i. each root is attached to a \( \chi^{(0)} \) bond; ii. every free point is attached to a \( \chi^{(0)} \) bond and a \( Q \) vertex; iii. for diagrams with one or more \( Q \), all forward paths of \( \chi^{(0)} \) bonds from a right root to a left root contain all the \( Q \) vertices and contains them in the same order; iv. root 1 is attached to the head of a \( \Theta \) bond; vi. root 1’ is attached to the tail of a \( \Theta \) bond; v. every free time point is on a \( Q \) and is attached to the head of one \( \Theta \) bond and the tail of another \( \Theta \) bond; vi. there is a unique forward path of \( \Theta \) bonds leading from root 1’ to root 1 that contains all the \( \Theta \) bonds and all the time points on the \( Q \) vertices.

Now we make use of the cluster representation of the \( Q \) vertices, Eq. (2.1). This equation implies that each \( Q \) vertex is equal to a sum of contributions, each consisting of one \( Q^{(c)} \) and some additional factors. To define this more precisely, first we define new versions of \( Q^{(c)} \) by analogy to Eq. (B1).

\[
Q_{nm}^{(c)}(1t_1 \ldots nt_n; 1't_1' \ldots m't_m') = Q_{nm}^{(c)}(1 \ldots n; 1' \ldots m') \left( \prod_{i=2}^{n} \delta(t_i - t_1) \right) \times \left( \prod_{j=1}^{m} \delta(t'_j - t_1) \right)
\]
Then by analogy to Eq. (B2) we define a version of $Q^{(c)}$ that has an additional time argument.

$$Q^{(c)}_{nm}(1t_1 \ldots nt_n; t, 1't'_1 \ldots m't'_m)$$

$$= Q^{(c)}_{nm}(1t_1 \ldots nt_n; 1't'_1 \ldots m't'_m)\delta(t - t_1)$$

We define a new version of a $\delta$ vertex, called a $\tilde{\delta}$ vertex, that has three points, one of which is a time point. The function associated with $\tilde{\delta}$ is

$$\tilde{\delta}(1t_1; t; 2t_2) = \delta(1; 2)\delta(t_1 - t_2)\delta(t_1 - t)$$

Finally, we define a $\Delta_m$ vertex, that has $m$ time points. The function associated with this vertex is

$$\Delta_1(t_1) = 1$$

$$\Delta_m(t_1 \ldots t_m) = \prod_{i=2}^{m} \delta(t_i - t_1) \quad \text{for } m \geq 1$$

Then

$$Q_{nm}(1t_1, \ldots nt_n; t, 1't_1', \ldots m't_m') = \text{the sum of all topologically different matrix diagrams with:}$$

i. $n$ left roots labeled $(1t_1) \ldots (nt_n)$; ii. $m$ right roots labeled $(1't_1') \ldots (m't_m')$; iii. one root time point labeled $t$; iv. one $Q^{(c)}$ vertex, zero or more $\tilde{\delta}$ vertices, and one $\Delta$ vertex; such that: i. the root time point is the time point on the $Q^{(c)}$; ii. the $\Delta$ is attached to the time point of the $Q^{(c)}$ and the time points of each $\tilde{\delta}$. 
When this is substituted into the previous series we get

\[ \chi_{nm}(1 \ldots n, t_1; 1' \ldots m', t_2) = \text{the sum of all topologically different connected diagrams with:} \]

i. \( n \) left roots labeled \((1, t_1) \ldots (n, t_1)\); ii. \( m \) right roots labeled \((1', t_2) \ldots (m', t_2)\); iii. free points and free time points; iv. \( \chi^{(0)} \) and \( \Theta \) bonds; and v. \( Q^{(c)}_{pq} \) vertices for \( p, q \geq 1 \), an equal number of \( \Delta \) vertices, and \( \delta \) vertices; such that: i. each-root is attached to a \( \chi^{(0)} \) bond; ii. every free point is attached to a \( \chi^{(0)} \) bond and a \( Q^{(c)} \) vertex; iii. for diagrams with one or more \( Q^{(c)} \), all forward paths of \( \chi^{(0)} \) bonds from a right root to a left root contain all the \( Q \) vertices and contain them in the same order; iv. root 1 is attached to the head of a \( \Theta \) bond; v. root 1' is attached to the tail of a \( \Theta \) bond; vi. every free time point is on a \( Q \) and is attached to the head of one \( \Theta \) bond and the tail of another \( \Theta \) bond; vii. there is a unique forward path of \( \Theta \) bonds leading from root 1' to root 1 that contains all the time points on the \( Q \) vertices; viii. the free time point on each \( Q^{(c)} \) is attached to one and only one \( \Delta \); ix. each \( \Delta \) is attached to the time free point of one and only one \( Q^{(c)} \) and to the time point of zero or more \( \delta \) vertices; xi. the time point of each \( \delta \) is attached to one and only one \( \Delta \).

Consider the free points that are on the \( \delta \) vertices attached to a specific \( \Delta \) vertex. Integration over the variables for the two points on a \( \delta \) gives a result equivalent to removing
the δ and replacing the two χ(0) bonds attached to it by a single χ(0) bond, and reducing the subscript on the Δ by unity, as in the transition from (c) to (d) in Fig. 4. It can be shown that this replacement does not change the symmetry number or the value of a diagram. (The presence of the forward path of Θ bonds makes the points on any δ vertex attached to a specific Δ distinguishable from the points on any δ attached to a different Δ vertex, thus simplifying the analysis of the symmetry numbers for these diagrams. This is the reason why we introduced time points and Θ bonds.) When this replacement is completed for each δ, each Δ vertex is attached only to the time free point of a Q(c), and the value of each Δ will be unity. So we may as well remove the Δ vertices from the diagrams.

\[ \chi_{nm}(1 \ldots n, t_1; 1' \ldots m', t_2) = \text{the sum of all topologically different proper connected msr diagrams with: } i. \text{ } n \text{ left roots labeled } (1, t_1) \ldots (n, t_1); \text{ } ii. \text{ } m \text{ right roots labeled } (1', t_2) \ldots (m', t_2); \text{ } iii. \text{ free points and free time points; } iv. \text{ } \chi(0) \text{ and } \Theta \text{ bonds; and } v. \text{ } Q_{pq}^{(c)} \text{ vertices for } p, q \geq 1; \text{ such that: } i. \text{ each root is attached to a } \chi(0) \text{ bond; } ii. \text{ every free point is attached to a } \chi(0) \text{ bond and a } Q^{(c)} \text{ vertex; } iii. \text{ root } 1 \text{ is attached to the head of a } \Theta \text{ bond; } iv. \text{ root } 1' \text{ is attached to the tail of a } \Theta \text{ bond; } v. \text{ every free time point is on a } Q \text{ and is attached to the head of one } \Theta \text{ bond and the tail of another } \Theta \text{ bond; } vi. \text{ there is a unique forward path of } \Theta \text{ bonds leading from root } 1' \text{ to root } 1 \text{ that contains all the time points on the } Q \text{ vertices.} \]

Consider a diagram in this series having a specific number p of Q vertices and hence p + 1 Θ bonds, and imagine removing the Θ bonds. Imagine all p! possible ways of adding the Θ bonds back to the diagram so that restriction vi is satisfied. Each of these ways results in a
valid diagram in the series. This leads us to consider the following function:

\[ T_{p+2}(t_1; t'_1 \ldots t''_p; t'_1) = \text{the sum of all topologically different diagrams with: } \]

\( i. \) one time root labeled \( t_1 \), one time root labeled \( t'_1 \), and \( p \) time roots labeled \( t''_1, \ldots, t''_p \);

\( ii. \) \( \Theta \) bonds; such that:

\( i. \) the time root labeled \( t_1 \) is attached to the head of a \( \Theta \) bond;

\( ii. \) the time root labeled \( t'_1 \) is attached to the tail of a \( \Theta \) bond;

\( iii. \) every other time root is attached to the head of one \( \Theta \) bond and the tail of another \( \Theta \) bond;

\( iv. \) there is a forward path of \( \Theta \) bonds from the root labeled \( t'_1 \) to the root labeled \( t_1 \).

(B7)

The \( p! \) diagrams in this series each corresponds to one possible ordering of the time arguments such that \( t_2 \) is the earliest and \( t_1 \) is the latest. The sum is just equal to

\[ T_{p+2}(t_1; t'_1 \ldots t''_p; t'_1) = \prod_{j=1}^{p} (\Theta(t_1 - t_j)\Theta(t_j - t'_1)) \]

It can be shown, by applying straightforward a generalization of the lemmas of Morita and Hiroike\(^{11}\), that the series above for \( \chi_{nm} \) is equal to a series with the same structure but with \( \Theta \) bonds replaced by a \( T \) vertex attached to all the time points and to roots 1 and 1’ . This series would be unaffected in value if the \( T \) vertex were then removed from each diagram. Whenever \( T \) is zero, the rest of the integrand is zero anyway because of the Heaviside time dependence of the \( \chi^{(0)} \) bonds. Thus, we remove the \( T \). At this point, the time points on the \( Q^{(c)} \) have no effect on the value of the diagram and nothing is attached to them. We remove them and each \( Q^{(c)} \) is now of the form that has no time point. We get the result quoted above in Eq. (3.4).
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FIGURES

FIG. 1. An informal discussion of the basic idea of the conversion from the first diagrammatic representation to the second representation. Consider a fragment of a diagram in Eq. 3.2 that has a $Q$ vertex with a $\chi^{(0,2)}$ bond on the left and a $\chi^{(0,3)}$ bond on the right. This is depicted in the figure (a) in the upper left. When this is evaluated, the $Q$ vertex is replaced by $Q_{23}$ because of the fluctuation indices on the bonds. When the diagram is evaluated, $\alpha$ variables will be assigned to the free points. Suppose the $\alpha$ for the left free point is $(2; \mathbf{R}_1 \mathbf{P}_1 \mathbf{R}_2 \mathbf{P}_2) = (2; 12)$ and the $\alpha$ for the right free point is $(3; \mathbf{R}_3 \mathbf{P}_3 \mathbf{R}_4 \mathbf{P}_4 \mathbf{R}_5 \mathbf{P}_5) = (3; 345)$. Suppose we draw a separate line for each of the phase point variables. Then we get the diagrammatic fragment in (b) in the upper right. Suppose we introduce the cluster representation of the $Q_{23}$ as given in Eq. (2.1). One of the terms in $Q_{23}(12; 345)$ is $Q^{(c)}_{12}(1; 34) \delta(25)$. This term leads to a fragment that can be represented as in (c). The $\delta$ vertex demands that $(\mathbf{R}_2 \mathbf{P}_2) = (\mathbf{R}_5 \mathbf{P}_5)$ so we might as well just have a single line labeled $(\mathbf{R}_2 \mathbf{P}_2) = 5$ extending across this segment of the diagram, in recognition of the fact that this term in the cluster expansion of $Q_{23}$ has no effect on the fluctuation labeled $5$. See Appendix B for a more systematic and rigorous discussion.

FIG. 2. Graphical series for $\chi_{11}(1, t_1; 2, t_2)$ according to Eq. (3.4). This is the second diagrammatic formulation. In each diagram, the left root should be labeled with $(1, t_1)$ and the right root with $(2, t_2)$ but we have omitted the time variable for simplicity. Each line with an arrow is a $\chi^{(0)}$ bond. See Eq. (3.3). Each large circle is a $Q^{(c)}_{nm}$ vertex. These are all matrix diagrams in the sense defined in Appendix A of I. Each $Q^{(c)}$ is drawn so that the points on the left correspond to the left arguments of its function and the points on the right correspond to the right arguments. Each line is drawn horizontally with the arrow pointing to the left, and the point at the left (right) end corresponds to the left (right) argument of the function. Each free point (filled circle) has two things attached (a vertex and a line), and each root point (small open circle) has one thing attached (a line).
FIG. 3. Graphical series for $\chi_{22}(1, t_1; 2, t_2)$ according to Eq. (3.4). This is the second diagrammatic formulation. In each diagram, the left roots should be labeled with $(1, t_1)$ and $(2, t_1)$ and the right roots with $(3, t_2)$ and $(4, t_2)$, but we have omitted the time variables for simplicity. See the caption of Fig. 2 for additional information.

FIG. 4. Graphical series for the correlation function $C_{11}(1, t; 2, 0)$ in the second diagrammatic formulation. In each diagram, the left root should be labeled $(1, t)$ and the right root should be labeled $(2, 0)$, but we have omitted the time variables for simplicity. The vertex at the right of each diagram is an $F_1^{(c)}$ vertex. See the caption of Fig. 2 for additional information. The general diagram in this series can be obtained from the general diagram in Fig. 2 for $\chi_{11}(1, t_1; 2, t_2)$ by attaching left point of an $F_1^{(c)}$ to the right root of the diagram, changing the right root to a free point, and putting a root point on the right of the $F_1^{(c)}$.

FIG. 5. Graphical series for the collisional part of the memory function of the phase space density fluctuation correlation function. See the text for a discussion of how the formally exact series can be used to derive a simple mode coupling approximation. Note that some diagrams have the property that if the left and right $Q^{(c)}$ vertices are removed the diagram become disconnected into two pieces. Each of the pieces looks like a member of the series for $\chi_{11}$ (with the root points removed). See Fig. 2. The sum of all such diagrams is equal to a single diagram that looks like the first diagram here with each of the $\chi^{(0)}$ bonds replaced by a $\chi_{11}$ vertex.
$\chi_{11}(1, t_1; 2, t_2) = 1 \circ - \circ 2 + 1 \circ - Q_{11}^{(c)} - \circ 2$

$+ 1 \circ - Q_{11}^{(c)} - Q_{11}^{(c)} - \circ 2$

$+ 1 \circ - Q_{11}^{(c)} - Q_{11}^{(c)} - \circ 2$

$+ 1 \circ - Q_{11}^{(c)} - Q_{12}^{(c)} - Q_{21}^{(c)} - \circ 2$

$+ 1 \circ - Q_{11}^{(c)} - Q_{11}^{(c)} - Q_{22}^{(c)} - Q_{21}^{(c)} - \circ 2$

$+ \text{ etc.}$
\( \chi_{22}(12,t_1;34,t_2) = \)

\[ \begin{array}{c}
\quad +
\end{array} \]

\( Q^{(c)}_{11} \)

\[ \begin{array}{c}
1 \quad \quad \quad \quad \quad \quad \quad 2
\end{array} \]

\( Q^{(c)}_{22} \)

\[ \begin{array}{c}
1 \quad \quad \quad \quad \quad \quad \quad 2
\end{array} \]

\( Q^{(c)}_{12} \)

\[ \begin{array}{c}
1 \quad \quad \quad \quad \quad \quad \quad 2
\end{array} \]

\( Q^{(c)}_{21} \)

\[ \begin{array}{c}
1 \quad \quad \quad \quad \quad \quad \quad 2
\end{array} \]

\( + \quad + \quad + \quad + \quad etc. \)

\( \)
$$C_{11}(1,t;2,0) = 1 \xleftarrow{1} F_{1}^{(c)} \xrightarrow{2} \quad + \quad 1 \xleftarrow{1} Q_{11}^{(c)} \xrightarrow{2} F_{1}^{(c)} + \text{etc.}$$
\[ M(1,t_1;2,t_2) = Q_{12}^{(c)} Q_{21}^{(c)} + Q_{11}^{(c)} Q_{21}^{(c)} + Q_{12}^{(c)} Q_{22}^{(c)} Q_{21}^{(c)} + Q_{12}^{(c)} Q_{21}^{(c)} + Q_{11}^{(c)} Q_{22}^{(c)} Q_{21}^{(c)} + \text{etc.} \]